
CONFIDENCE      INTERVAL
(Part 1)

Known standard deviation of population



RANDOM SAMPLING
Conditions to be met:

a. Every case in the population must have an equal chance
of being selected

b. The selection of a case can in no way affect the selection 
of any other case

Ex: Alternately selecting a Republican and Democrat    
violates this condition

c.  Cases must be selected in such a way that all 
combinations are possible



Example:  100 marbles in a box; 50 red, 50 
blue

Blindfolded, you draw 10 marbles randomly

1.  Each has equal chance

2.  Selecting red does not affect next marble

3.  Any combination is possible

0 0 0 0 0 0 0 0 0 0  5R 5B

0 0 0 0 0 0 0 0 0 0  6R  4B

0 0 0 0 0 0 0 0 0 0  3R 7B

0 0 0 0 0 0 0 0 0 0  4R 6B



SAMPLING ERROR

Population may be large

Sample is representative of population
What is the average age of university students taking 
six hours or more of coursework?

Population = 10,000 students 

Sample       = 200 students

Ages range from very young to very old

(Infinite number of sample outcomes)

Mean of sample may not equal mean of population



SAMPLING DISTRIBUTION OF SAMPLE MEANS

Run sample 1000x and calculate/plot means

mean



calculate mean of sample means

standard deviation of sample means

= standard error of the mean

CENTRAL LIMIT THEOREM

“If repeated random samples of size n are taken from a 
population with a mean (µ) and a standard deviation (σ), 
the sampling distribution of sample means will have a 
mean equal to µ and a standard error equal to σ/sqrt(n).  
Moreover, as n increases, the sampling distribution will 
approach a normal distribution.”



Mean

Many samples



What is the average age of university students taking 
six hours or more of coursework?

Cannot assume the sample mean = population mean

however

Might say, “I believe the mean age (µ) of the 
university is between 23.4 and 26.1 years.” based on 
our sample.

Confidence Interval for the Mean



Confidence Interval for the Mean

of population with known σ

SAT Scores –-- µ = 500, σ = 100

Assume a sample:

n = 225   x = 606 (N = 10,000   µ = ?)

C.I. = Sample Mean ± Z ×(?)

where Z = 1.96 for 95% confidence interval, or

2.58 for 99% confidence interval

and (?) is the Standard Error of the Mean



Review of Z score

Z=1.96    (95%) Z=2.58     (99%)



C.I. = Sample Mean ± Z ×(?)

(?) = σ/√¯n

σ = 100    n = 225 x = 606   Z = 2.58 (for 99%)

(?) = 100/√¯225  = 100/15  =  6.67

C.I. = 606 ± (2.58 x 6.67)

C.I. = 606 ± 17.21

C.I. = 588.79 to 623.21



Translation:  99 times out of 100 our results 
would contain the mean of the population

(588.79 – 623.21)

What if we set our confidence level at 95%?

CI = 606 ± 1.96 x (100/√¯225)

= 606 ± 1.96 x 6.67

=  (592.93 to   619.07)

hence, 95 times out of 100 our results would 
contain the mean of the population





CONFIDENCE      INTERVAL
(Part 2 of 2)

Unknown standard deviation of population



Confidence Interval for the Mean

of population with known σ

SAT Scores –-- σ = 100

Assume a sample:

n = 225   x = 606 (N = 10,000   µ = ?)

C.I. = Sample Mean ± Z ×(?)

where Z = 1.96 for 95% confidence interval, or

2.58 for 99% confidence interval

and (?) is the Standard Error of the Mean



C.I. = Sample Mean ± Z × (σ/√¯n)

σ = 100    n = 225 x = 606   Z = 2.58 (for 99%)

C.I. = 606 ± (2.58 x 100/√¯225 )

C.I. = 606 ± 17.21

C.I. = 588.79 to 623.21

Translation:  99 times out of 100 our results would contain the mean of 
the population somewhere between 588.79 – 623.21



Confidence Interval with σ Unknown
Two problems:

1. Unknown σ

2. Cannot rely on Normal Curve

Use estimate of the standard error of the mean

sx = sample std dev / square root of n

sx = s /√¯n



Example:  Want to know the average expenditure per 
customer in the bookstore

Sample size = 100

Mean = $31.50

Std Dev = $4.75

sx = s / √¯n       = 4.75 / √¯100 = 4.75 / 10  = .475

sx = 0.48    (Est of std error of mean)



2nd problem:  Don’t know population mean or std 
dev, thus cannot use normal distribution or Z 
value

Not to fear; statisticians to the rescue:

family of t distributions

Gossett who worked for Guiness Brewery 
developed the concept



t distribution :“the shape of a sampling distribution depends on the number 
of cases in each of the cases”

Small sample size

Larger sample size

Still larger sample size

Similar to Z values



Another concept: Degrees of Freedom

In a distribution of n cases, n-1 cases are free to vary

Example:   Quiz worth 10 points

Five scores (n=5),   Mean = 8,

Four (n-1) of the five are free to vary

Assume four scores are 8, 8, 10, 10

(They could have been anything from 0-10)

Once the four are known, the fifth one cannot vary

(It must be  4)

(5x8=40)  & (8+8+10+10=36)  therefore 40-36 = 4



Degrees of 
Freedom

(n-1)



Level of Significance

95% Confidence 
Interval (1-.05)



99% Confidence Interval

(1 - .01)



EXERCISE:

Random sample of 25 retirees.  Want to estimate the 
average number of emails sent out each week.  Our 
sample provides a mean of 12 (emails per week) with a 
standard deviation of 3.  We decide to construct a 95% 
confidence interval.

CI = Sample Mean ± t(sx)
(Remember: sx = s / √¯n)

CI = 12 ± t(3/ √¯25)



n = 25

df = 24 (n-1)

95% Confidence 
Interval = .05 Level of 
Significance

t = 2.064



CI = Sample Mean ± t(s / √¯n)

CI = 12 ± 2.06(3/ √¯25)
CI = 12 ± 2.06(3/5)
CI = 12 ± 2.06(.6)

CI = 12 ± 1.24

CI = 10.76 to 13.24

Our population mean is between 10.76 & 13.24.  
And, our method will produce a correct estimate 
95 out of 100 times.



n = 25

df = 24 (n-1)

99% Confidence 
Interval = .01 Level of 
Significance

t = 2.797  (or 2.80)



CI = Sample Mean ± t(s / √¯n)

CI = 12 ± 2.80(3/ √¯25)
CI = 12 ± 2.80(3/5)
CI = 12 ± 2.80(.6)

CI = 12 ± 1.68

CI = 10.32 to 13.68

Our population mean is between 10.32 & 13.68.  
And, our method will produce a correct estimate 
99 out of 100 times.



Final note:

A confidence interval for the mean does not provide 
you with an exact estimate of the population mean.

Rather, it provides you with an interval that you believe 
contains the true mean,

and you are confident that 95% (or 99%, etc) of your 
confidence intervals would contain the true mean.




